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**Poziom kształcenia:**
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**Program:**
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**Grupa przedmiotów:**

Przedmioty techniczne - zaawansowane

**Kod przedmiotu:**

EASAR

**Semestr nominalny:**

2 / rok ak. 2021/2022

**Liczba punktów ECTS:**

4

**Liczba godzin pracy studenta związanych z osiągnięciem efektów uczenia się:**

1. liczba godzin kontaktowych – 47 godz., w tym
• obecność na wykładach i dwóch sprawdzianach 18 godz.,
• obecność na ćwiczeniach 12 godz.,
• obecność na ćwiczeniach laboratoryjnych 15 godz.,
• konsultacje 2 godz.,
2. praca własna studenta – 60 godz., w tym
• przygotowanie do ćwiczeń 20 godz.,
• przygotowanie do laboratoriów 20 godz.,
• przygotowanie do dwóch sprawdzianów 20 godz.
Łączny nakład pracy studenta wynosi 107 godz., co odpowiada 4 pkt. ECTS.

**Liczba punktów ECTS na zajęciach wymagających bezpośredniego udziału nauczycieli akademickich:**

1.76 pkt. ECTS, co odpowiada 47 godz. kontaktowym

**Język prowadzenia zajęć:**

polski

**Liczba punktów ECTS, którą student uzyskuje w ramach zajęć o charakterze praktycznym:**

2.50 pkt. ECTS, co odpowiada 32 godz. ćwiczeń i przygotowaniu do ćwiczeń plus 35 godz. przygotowań i realizacji laboratorium

**Formy zajęć i ich wymiar w semestrze:**

|  |  |
| --- | --- |
| Wykład:  | 15h |
| Ćwiczenia:  | 15h |
| Laboratorium:  | 15h |
| Projekt:  | 0h |
| Lekcje komputerowe:  | 0h |

**Wymagania wstępne:**

Od osób uczęszczających na przedmiot wymagana jest wiedza z zakresu matematyki i rachunku prawdopodobieństwa, znajomość podstaw programowania i struktur danych oraz podstaw przetwarzania sygnałów (w zakresie odpowiedniego przedmiotu na studiach I stopnia). Wymagana jest umiejętność programowania w języku wysokiego poziomu (np. C++, C#, Java, Python lub Matlab).

**Limit liczby studentów:**

30

**Cel przedmiotu:**

Celem jest zapoznanie z metodami komputerowej analizy sygnałów audio, w tym metodami rozpoznawania ludzkiej mowy, przeznaczonymi do tworzenia systemów automatycznego rozpoznawania komend/zdań i identyfikacji mówcy, a także nabycie umiejętności projektowania takich systemów.

**Treści kształcenia:**

Wykład (18h) :
W1. Wprowadzenie – zastosowania, przegląd problematyki. Reprezentacja cyfrowego sygnału audio. (2h)
W2. Przetwarzanie wstępne sygnału audio (1h)
W3. Metody separacji i rozplatania sygnałów mieszanin (1h)
W4. Lokalizacja źródeł dźwięku i ekstrakcja sygnału zainteresowania (1h)
W5. Transformaty sygnału dźwięku i klasyfikacja dźwięków (2h)
W6. Struktura systemu ASR – automatycznego rozpoznawania mowy (1h)
W7. Sprawdzian (1h)
W8. Model fonetyczny języka (1h)
W9. Detekcja i parametryzacja sygnału mowy (1h)
W10. Modele DTW i HMM w rozpoznawaniu słów i fraz zdaniowych (2h)
W11. N-gramy i rozpoznawanie zdań (1h)
W12. Rozpoznawanie mówcy – zagadnienia, struktura podstawowego rozwiązania (1h)
W13. Zaawansowane metody modelowania i rozpoznawania mówcy (1h)
W14. Sieci neuronowe w rozpoznawaniu mowy (1h)
W15. Sprawdzian końcowy (1h)

Ćwiczenia (6 x 2h) :
C1. Przetwarzanie, separacja, ekstrakcja i lokalizacja źródeł
C2. Transformacje i klasyfikacja dźwięku
C3. Detekcja i przetwarzanie sygnału mowy
C4. Analiza akustyczno-fonetyczna mowy
C5. Rozpoznawanie fraz i zdań
C6. Modelowanie i rozpoznawanie mówcy

Laboratorium (1h + 7 x 2h) :
L1. Wprowadzenie (1h)
L2. Przetwarzanie, separacja i ekstrakcja źródeł
L3. Lokalizacja źródeł
L4. Transformacje i klasyfikacja dźwięku
L5. Detekcja i przetwarzanie sygnału mowy
L6. Analiza akustyczno-fonetyczna mowy
L7. Rozpoznawanie fraz i zdań
L8. Modelowanie i rozpoznawanie mówcy

**Metody oceny:**

Wykład prowadzony jest w tradycyjnej formie z wykorzystaniem materiałów w postaci elektronicznej. Przewiduje się 18 godzin części wykładowej realizowanej podczas 8 spotkań 2 godzinnych i 2 sprawdzianów po 1-godzinie.
Ćwiczenia mają charakter rozwiązywania zadań o charakterze algorytmiczno-obliczeniowym przez Prowadzącego wspólnie ze studentami. Zadania stanowią praktyczną ilustrację zagadnień omawianych wcześniej na wykładzie. Przewiduje się 12 godzin ćwiczeń realizowanych podczas 6 spotkań 2 godzinnych. Oceniana jest aktywność studentów podczas zajęć, w tym rozwiązywanie podanych wcześniej zadań.
Laboratorium polega na projektowaniu programistycznych rozwiązań wybranych zagadnień z wykorzystaniem narzędzi i bibliotek programów zainstalowanych na komputerach w laboratorium. Przewiduje się pracę w grupach 2-osobowych. Zajęcia w laboratorium składają się z 7 zajęć po 2 godziny każda, poświęcone odrębnym zagadnieniom przedstawianym podczas wykładu i ćwiczeń, oraz na jednych zajęciach 1 godzinnych wprowadzających. Oceniany jest stopień realizacji zadanych ćwiczeń laboratoryjnych.
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