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Wykład
1. Wprowadzenie do zagadnień optymalizacji. Optymalizacja statyczna i dynamiczna. Optymalizacja statyczna – liniowa i nieliniowa. Przykłady zastosowań.
2. Zagadnienie programowania liniowego (optymalizacji statycznej liniowej). Wprowadzenie, interpretacja geometryczna.
3. Postać kanoniczna zadania programowania liniowego. Baza zagadnienia i jej przekształcenia. Rozwiązanie bazowe.
4. Twierdzenie podstawowe metody simpleksów. Algorytm postępowania.
5. Przypadek zmiennych decyzyjnych o dowolnym znaku – modyfikacja zmiennych, ograniczeń i funkcji celu. Przykłady.
6. Programy komputerowe do zadań programowania liniowego. Przykłady zastosowań.
7. Zagadnienie programowania nieliniowego bez ograniczeń. Metody bezgradientowe optymalizacji nieliniowej – Hooke’a-Jeevesa, Gaussa-Seidla i Powella. Interpretacja geometryczna.
8. Oprogramowanie do metod bezgradientowych optymalizacji nieliniowej. Przykłady.
9. Wyznaczanie minimum w kierunku - bezgradientowe i gradientowe. Metoda złotego podziału, test dwuskośny i metoda bisekcji.
10. Metody gradientowe optymalizacji nieliniowej statycznej – gradientu prostego, największego spadku i gradientu sprzężonego.
11. Oprogramowanie do metod gradientowych optymalizacji. Przykłady.
12. Optymalizacja nieliniowa z ograniczeniami – funkcja Lagrange'a, metoda Kuhna-Tuckera, metody funkcji kary. Przykłady.
13. Optymalizacja całkowitoliczbowa i jej zastosowanie do unifikacji zasobów. Przykłady praktyczne
Laboratorium
1. Zadania optymalizacji statycznej liniowej.
2. Zadania optymalizacji statycznej nieliniowej bezgradientowej.
3. Zadania optymalizacji statycznej nieliniowej gradientowej.
4. Rozwiązywanie zadań problemowych optymalizacji.
5. Zadania unifikacji zasobów (optymalizacja całkowitoliczbowa

**Metody oceny:**

brak

**Egzamin:**

**Literatura:**

1. Krzysztof Amborski - "Metody optymalizacji", wyd. Oficyna Wydawnicza PW (skrypt w przygotowaniu); 2. Krzysztof Amborski - "Regulacja optymalna", WPW Warszawa 1985; 3. M. Brdys, A. Ruszczynski - Metody optymalizacji w zadaniach", WNT Warszawa 1985

**Witryna www przedmiotu:**

**Uwagi:**

## Efekty przedmiotowe