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**Cel przedmiotu:**

Opanowanie podstawowych metod modelowania matematycznego, symulacji i prognozowania w systemach zarządzania, organizacji i technicznych układach dynamicznych. Nabycie umiejętności formułowania zadań symulacyjnych, budowy modeli, ich rozwiązywania oraz analizy wyników. Oswojenie słuchacza z zastosowaniem techniki komputerowej w prognozowaniu. Zapoznanie się z prognozowaniem przy pomocy środków sztucznej inteligencji, a w szczególności sztucznych sieci neuronowych, praktyczne ich wykorzystanie w czasie ćwiczeń.

**Treści kształcenia:**

WYKŁAD 1. Wprowadzenie do modelownia matematycznego i symulacji. 2. Procesy stochastyczne. 3. Podstawy modelowania statystycznego. 4. Symulacja procesów dyskretnych i ciągłych. 5. Modele ekonometryczne. 6. Jakość modelu-analiza poprawności i przydatności. 7. Podstawowe pojęcia prognozowania. 8. Prognozowanie z modeli strukturalnych. 9. Modele analizy szeregów czasowych. 10. Trendy stochastyczne i deterministyczne. Sezonowość (okresowość). 11. Prognozowanie z zastosowaniem szeregów czasowych. 12. Symulacja komputerowa w zastosowaniu do prognozowania. 13. Symulacja z zastosowaniem sieci neuronowej. 14. Prognozowanie przy pomocy sieci neuronowej. 15. Systemy ekspertowe i prognozowanie. ĆWICZENIA 1. Formułowanie modeli matematycznych systemów dynamicznych. 2. Analiza modelu matematycznego. 3. Symulacja zdarzeń dyskretnych. 4. Symulacja dynamiczna. 5. Symulacja procesów ciągłych. 6. Prognozowanie z wykorzystaniem modeli jednorównaniowych. 7. Prognozowanie z wykorzystaniem modeli wielorównaniowych. 8. Modele autoregresyjne i obliczenia parametrów modelu ARMA. 9. Modele autoregresyjne i obliczenia parametrów modelu ARMA (n,m). 10. Prognozowanie z wykorzystaniem modeli szeregów czasowych. 11. Wyznaczanie i analiza modeli trendów. 12. Analiza przebiegu uczenia sieci neuronowej. 13. Prognozowanie przy zastosowaniu sieci neuronowej.
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