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**Język prowadzenia zajęć:**
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|  |  |
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**Wymagania wstępne:**

elementy metod optymalizacji, techniki komputerowe, inżynieria oprogramowania

**Limit liczby studentów:**

**Cel przedmiotu:**

Celem przedmiotu jest zapoznanie studentów z wybranymi metodami sztucznej inteligencji i stworzenie podstaw do potencjalnych zastosowań tych metod w zadaniach inżynierskich.

**Treści kształcenia:**

Wstęp do sztucznej inteligencji, rys historyczny sztucznej inteligencji, wprowadzenie do algorytmów genetycznych, problemy optymalizacji a algorytmy genetyczne, kodowanie rozwiązań, funkcja przystosowania, selekcja osobników, operatory genetyczne, kryteria zatrzymania algorytmu, przykłady i zastosowania algorytmów genetycznych, wprowadzenie do systemów ekspertowych, rodzaje systemów ekspertowych, struktura systemu ekspertowego, reprezentacja i kodowanie wiedzy, mechanizm wnioskowania, metody pozyskiwania wiedzy, narzędzia realizacji systemów ekspertowych, przykłady i zastosowania systemów ekspertowych, wprowadzenie do sieci neuronowych, podstawy biologiczne działania sieci neuronowych, podstawowe pojęcia dotyczące sieci neuronowych (modele sztucznego neuronu, funkcja aktywacji, sieci jednokierunkowe i rekurencyjne, uczenie z nauczycielem i samouczenie), trenowanie sieci i przygotowanie danych treningowych, perceptrony wielowarstwowe, algorytm wstecznej propagacji błędu, sieci samoorganizujące się na zasadzie współzawodnictwa (konkurencyjne), sieci hybrydowe, sieć Support Vector Machine, sieci separujące sygnały, przykłady i zastosowania sieci neuronowych, hybrydowe systemy sztucznej inteligencji.

**Metody oceny:**

brak

**Egzamin:**
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## Efekty przedmiotowe